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2025 年 4 月 15 日，英国首席大法官卡尔男爵夫人等司法界政要联合发布《英国司
法人员使用人工智能指南》修订版。作为 2023 年 12 月首版指南的首次修订，此次
更新主要源于近一年多来人工智能技术与应用的迅猛发展，以及英国本国法院和欧

洲、中国等地法院在人工智能应用领域积累的新实践经验。修订版在保留原版框架

的基础上新增了部分内容，现将全文编译呈现，供各位研究参考。

1.简介

本次修订版指南旨在为司法人员使用人工智能（AI）提供协助，它修改并取代了
2023 年 12 月发布的指南文件。

该指南说明了与使用人工智能相关的主要风险和问题，以及一些降低这些风险的建

议，该指南还包含了人工智能潜在应用场景的示例。

司法人员或代表司法机构的组织使用人工智能时，必须符合司法机关维护司法行政

完整性的首要义务。

本指南还介绍了一款个人人工智能工具 —— 微软的 “Copilot 聊天”，目前司法人员
可通过电子司法系统在其设备上使用该工具。

本指南适用于由首席大法官和法庭高级庭长负责管辖的所有司法人员，以及他们的

书记员、司法助理、法律顾问、法律官员和其他辅助人员。本指南在线发布，旨在

提升透明度、公开性和公信力。

2.常用术语

Algorithm（算法）：一组用于执行任务（如计算和数据分析）的指令，通常借助计
算机或其他智能设备实现。

Alignment（对齐）：人工智能系统与组织目标或道德伦理保持一致的任何过程，例



如与 “去偏见” 相关的原则。

Artificial Intelligence (AI)（人工智能）：能够执行通常需要人类智能才能完成的任务
的计算机系统。

AI Agent（人工智能代理）：一种使用人工智能的软件程序，它能感知周围环境、
处理信息，并根据输入的信息采取行动从而实现目标。

AI Prompt（人工智能提示词）：向人工智能系统发出的输入或指令，旨在生成特定
的回应或结果。提示词通常以文本形式呈现，如今许多聊天机器人也接受语音提

示。

Generative AI（生成式人工智能）：一种能生成文本、图像、声音和计算机代码等
新内容的人工智能形式。有些生成式人工智能工具还可用于执行操作。

Generative AI Chatbot（生成式人工智能聊天机器人）：一种利用生成式人工智能模
拟在线人类对话的计算机程序。目前公开可用的例子包括 ChatGPT、谷歌 Bard 和
Meta AI等。

Hallucination（幻觉）：人工智能模型生成的错误或误导性结果。这些错误可能由多
种因素导致，包括训练数据不足、模型的统计特性、模型做出的错误假设，或用于

训练模型的数据中存在的偏见等。

Large Language Model (LLM)（大型语言模型）：大型语言模型是一种人工智能模
型，通过海量文本上接受训练，该模型学会预测句子中下一个最佳词语或词语片

段。ChatGPT 和Bing Chat使用的是 OpenAI 的大型语言模型。

Machine Learning (ML)（机器学习）：人工智能的一个分支，它利用数据和算法模
仿人类的学习方式，逐步提高准确性。通过统计方法，算法被训练进行分类或预

测，并在数据挖掘项目中发现关键见解。

Natural Language Processing（自然语言处理）：对计算机系统进行编程，使其能够
理解和生成人类的语音与文本。使用算法探寻句子和段落构建中的语言模式，以及

词语、语境和结构如何共同作用产生意义。其应用包括语音转文本转换器、文本摘

要在线工具、聊天机器人、语音识别和翻译等。

Responsible AI（负责任的人工智能）：该人工智能在设计、开发、部署时遵循特定



的价值观，例如可信、符合伦理、透明、可解释、公平、稳健以及维护隐私权。

Technology Assisted Review (TAR)（技术辅助审查）：在披露过程中用于识别潜在相
关文件的人工智能工具。在技术辅助审查中，机器学习系统先通过律师手动识别相

关文件所创建的数据进行训练，然后该工具利用习得的标准从海量的披露数据集中

识别其他类似文件。

3.法院和法庭中负责任地使用人工智能的指南

3.1了解人工智能及其应用

在使用任何人工智能工具前，需确保对其功能和潜在局限性有基本了解。一些关键

局限性包括：

1)公共人工智能聊天机器人的答案并非来自权威数据库。它们基于接收的提示词和
训练数据，通过算法生成新文本。这意味着人工智能聊天机器人的输出是模型预测

的最可能的词语组合（基于其作为源信息的文档和数据），但未必是最准确的答

案。

2)与互联网上的其他信息类似，人工智能工具或许能帮助找到你已知正确但手边暂
无的资料，但不适用于研究无法验证的新信息。它们更适合用于获取确认，而非直

接提供准确事实。

3)输出内容的质量取决于与人工智能工具的交互方式（包括输入的提示词性质）及
底层数据集质量，可能包含错误信息（无论是否故意）、选择性数据或过时数据。

即便提示词质量极高，输出信息仍可能不准确、不完整、具有误导性或存在偏见。

4)目前可用的大型语言模型似乎是基于互联网公开内容训练的。它们对 “法律” 的理
解往往严重倾向于美国法律，尽管部分模型声称能区分英美法律差异。

3.2维护私密性和隐私

不得向公共人工智能聊天机器人输入任何非公开信息，也不得输入私人或机密信

息。输入公共人工智能聊天机器人的任何内容，都应被视为已向全球公开。

当前公开可用的人工智能聊天机器人会记录所有提问及输入信息，这些信息可能被



用于回应其他用户的查询。因此，你输入的任何内容都可能被公开。

若公共人工智能聊天机器人提供关闭聊天历史的选项（目前 ChatGPT 和谷歌 Bard
支持此功能，其他部分聊天机器人不支持），应予以关闭。这能防止你的数据被用

于训练模型，且 30 天后对话将被永久删除。但即便关闭历史记录，仍需假定输入的
数据已被披露。

注意，部分人工智能平台（尤其是手机应用）可能请求各种权限以访问设备上的信

息，此时应拒绝所有此类权限。

若不慎泄露机密或私人信息，应立即联系你的主管法官和司法办公室。若泄露信息

包含个人数据，需将其作为数据事件上报。向司法办公室报告数据事件的详细方式

可参考以下链接：司法机构数据泄露通知表

你应当确信，所有人工智能都可能公开你输入其中的任何内容。

3.3确保可靠性和准确性

在使用或依赖人工智能工具提供的信息前，必须先核实其准确性。

人工智能工具提供的信息可能不准确、不完整、具有误导性或过时，即便声称反映

英国法律，实际也可能并非如此。

人工智能工具可能：编造虚构的案例、引文或引语，或提及不存在的法规、文章或

法律文本；提供关于法律内容或适用方式的错误或误导性信息；存在事实错误

3.4警惕偏见

基于大型语言模型的人工智能工具根据训练数据集生成回应。其输出信息不可避免

地反映训练数据中的错误和偏见，这些cup五和偏见可能通过 “对齐策略” 有所缓
解。

需始终意识到这种可能性，并主动纠正偏见。英国司法学院编写的《平等待遇法官

手册》（Equal Treatment Bench Book）可能对此提供帮助。

3.5保障安全

使用人工智能时应遵循维护个人及法院 安全的实践做法，具体如下：



1)使用工作设备（而非个人设备）访问人工智能工具；

2)使用工作邮箱地址；

3)若订阅了付费人工智能平台，优先使用付费版本（付费订阅通常比免费版本更安
全）。但需注意，部分第三方公司从其他平台授权使用人工智能技术，其信息使用

的可靠性较低，应避免使用。

若存在潜在安全漏洞，处理方式参见上文第 2 点。

3.6承担责任

司法人员对以其名义生成的材料负有个人责任。

法官通常无需说明作出判决前的研究或准备工作，只要遵循本指南，生成式人工智

能可以作为潜在的辅助工具。

若书记员、司法助理、法律官员、法律顾问或其他工作人员在为你工作时使用人工

智能工具，你应与他们沟通，确保其规范使用并采取风险缓解措施。若使用 Dom 1
笔记本电脑，还需获得 HMCTS 服务经理的批准。

3.7注意诉讼参与人可能使用人工智能工具

法律专业人士使用某些人工智能工具已有相当长的时间且未出现问题，例如，技术

辅助审查已成为电子披露流程的常规手段。除法律领域外，人工智能的许多应用已

普及，如搜索引擎的自动补全、社交媒体的内容筛选、图像识别和预测文本等。

所有代理律师应对提交给法院的材料负责，并负有确保其准确性和适当性的职业义

务。只要负责任地使用人工智能，法律代表无需特别说明其使用情况，但这取决于

具体情况，

不过，在法律行业尚未完全熟悉这些新技术的阶段，有时需要提醒律师履行相关义

务，并确认他们是否已独立核实过借助人工智能聊天机器人生成的研究内容或案例

引述的准确性。

无律师代理的诉讼当事人现在开始使用人工智能聊天机器人。这可能是部分当事人

获取建议或帮助的唯一途径。这些当事人往往缺乏独立验证人工智能聊天机器人提

供的法律信息的能力，且可能未意识到其存在错误风险。若发现诉讼文书可能由人



工智能聊天机器人生成，应询问相关情况、核实是否已进行准确性检查（若有），

并告知当事人需对提交给法院 的内容负责。下文将举例说明可能由人工智能生成法
律文本。

人工智能工具现已被用于生成虚假材料，包括文本、图像和视频。法院向来需要处

理不同复杂程度的伪造及伪造指控，法官应意识到这一新可能性及深度伪造技术带

来的潜在挑战。

4.Copilot Chat——司法人员设备上的安全人工智能工具

一款私人人工智能工具 —— 微软的 “Copilot Chat”，目前已通过电子司法系统在司
法人员的设备上可用。本指南中的所有内容均适用于 Copilot Chat的使用。

该工具可通过 Edge 浏览器或微软 365 Copilot 应用程序访问。该工具提供企业级数
据保护，并在微软 365 的隐私与安全框架内运行。当登录电子司法账户后，你向
“Copilot Chat” 提交的数据是安全的，不会被公开。

关于 Copilot Chat的 IT 支持指南，可在司法学院学习网站上查阅。

5.示例：生成式人工智能在法院和法庭中的潜在用途与风险

5.1具有潜在用途的任务

1)人工智能工具能够总结大量文本。但与任何总结内容一样，需注意确保其准确
性。

2)人工智能工具可用于撰写演示文稿，例如提供值得涵盖的主题建议。

3)人工智能可执行行政任务，包括撰写、总结和优先处理电子邮件，转录和总结会
议内容，以及起草备忘录。

5.2不建议的任务

1)法律研究：人工智能工具不适用于研究无法独立验证的新信息。它们仅在帮助回
忆已知正确的资料方面可能有一定用处。



2)法律分析：当前的公共人工智能聊天机器人无法生成有说服力的分析或推理。

5.3可能表明内容由人工智能生成的迹象

1)提及不熟悉的案例，或引用不常见的案例（有时是美国案例）；

2)就同一法律问题引用不同体系的判例法；

3)提交的文书与你对该领域法律的一般理解不一致；

4)提交的文书使用美式拼写或引用海外案例；

5)提交的内容（至少表面上）看似极具说服力、文笔流畅，但仔细检查后会发现明
显的实质性错误。
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